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1. Suppose X = Cov (X) = Z ; T Z for some random vector X.
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(a) Give an example of a random vector X where 3 has p = 1. Is it possible to
have p = —1 in X7
(b) Show that —1/3 < p < 1. [2+5]

2. Suppose X ~ N,(0,X) where Rank(X) = » < p and let B and D be
symmetric matrices. Show that X’BX and X’DX are independent x? random
variables if and only if

YBYBY. = ¥XBY, ©BY.DY =0. [7+5]

3. Consider the Gauss-Markov model: Y = X3 + ¢, E(e) = 0, Cov(e) = 021,,.
Prove that a’g is estimable if and only if a’(X’'X )~ X'X = a’. [5]

4. Consider the following model:
n=at+ot+ytea
Yye=a+¢—7+e
Ys =2a+ 20+ 7+ €3
Ys =200+2¢0 —y+es
where a, ¢, v are unknown regression parameters and ¢; are uncorrelated random
variables having mean 0 and variance o2.
(a) Does BLUE of a + ¢ — 2 exist? Justify. Find it if it exists.
(b) Find the degrees of freedom of RSS. [9+2]



